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Prof. Canuto introduces the seminar.

Abstract

High-dimensional parametric partial differential equations (PDEs) appear in various contexts including control and
optimization problems, inverse problems, risk assessment, and uncertainty quantification. In most such scenarios
the set of all admissible solutions associated with the parameter space is inherently low dimensional. This fact
forms the foundation for the so-called reduced basis method.

Recently, numerical experiments demonstrated the remarkable efficiency of using deep neural networks to solve
parametric problems. In this talk, after an introduction into deep learning, we will present a theoretical justifica-
tion for this class of approaches. More precisely, we will derive upper bounds on the complexity of ReLU neural
networks approximating the solution maps of parametric PDEs. In fact, without any knowledge of its concrete
shape, we use the inherent low-dimensionality of the solution manifold to obtain approximation rates which are
significantly superior to those provided by classical approximation results. We use this low-dimensionality to gua-
rantee the existence of a reduced basis. Then, for a large variety of parametric PDEs, we construct neural networks
that yield approximations of the parametric maps not suffering from a curse of dimensionality and essentially only
depending on the size of the reduced basis.

Finally, we present a comprehensive numerical study of the effect of approximation-theoretical results for neural
networks on practical learning problems in the context of parametric partial differential equations. These ex-
periments strongly support the hypothesis that approximation-theoretical effects heavily influence the practical
behavior of learning problems in numerical analysis.
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